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DETERMINANTS: DEFINITION

Consider the 22 matrix

>
Il
1

a b
c d|’

Thedeterminanof 4 is defined by

b
detA= ‘a ‘ =ad-bc. (1)
c d
Next, consider thex3 matrix
a b c
A=|d e f
g h k

To evaluate its determinant, we work as followsstiwe draw a &3 “chessboard”
consisting of + (plus) and — (minus) signs, as shbelow.Careful: At thetop leftwe
always put glussign!

We may now develop the determinantfolvith respect to any row or any colupthe
result will always be the same. Let us assume, thgt we choose to develop with
respect to théirst row. Its first element ig. At the position where this element is lo-
cated (top left) the “chessboard” has a + signthus leave the sign @f unchanged.
Imagine now that weross off both the row and the column to which éksnent be-
longs (first row, first column in this case). What idtlever is a lower-order,>2 ma-
trix with determinant

h k

ef‘

We multiply this determinant by and we save the result.

The second element in the first rowbisAt its location, the chessboard has a — sign;
we thus write b. We “cross off’ the row and the column to whibhbelongs (first
row, second column) and we get the2leterminant
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d f
g k-
We multiply this by b and we save this result, too.
The third element in the first row ¢s At its location the chessboard has a + sign, thus

we leave the sign of unchanged. Crossing off the first row and thedttgolumn,
wherec is located, we find the determinant

g .
We multiply this byc and again we save this result in the “memory”.

Summing the contents of the memory, we finally fihd determinant oA:

SR

Of course, to complete the job we must evaluataertimor determinants according to
Eq. (1), which is an easy task.

detA=

Q o 9
> o T
X =~ O

Exercise:Evaluate again the determinantAfthis time by developing with respect to
thesecond columrand show that
a a
+ - :
%9 j +d j

o f
SRl

Verify that your result is the same as before.

detA

1l
Q o 9
> o T
X = O

Exercise:With the aid of the chessboard

+_

-+

(the + sign always on thep left) and by following an analogous procedure, verify
formula (1) for a 22 determinant. (By definition, the determinant dixd matrix [a]
is equal to the single element of the matrix.)
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For a 4«4 matrix, the chessboard is of the form (with agh slways on théop left)

+ - + -
- + - +
+ -+ -
- + - +
The development of ax4 determinant leads tox3 determinants that are developed
as shown previously. As is obvious, the problenobees harder as the dimension of
the determinant increases!

Exercise:Show that

1 -1 1
2 0 -2=20,
1 1 -

by developing with respect to a row and, againhwaspect to a column. Choose the
row and column that will make your calculationsieagObviously, as a general rule,
it is in our best interest to choose a row or alewl withas many zeros as possifle

PROPERTIES OF DETERMINANTS
Let A be annxn matrix and let d& be the determinant &. The following statements
are true:
1. If all elements of a row or a columnAfre zero, then dat0.

2. If every element of a row or a columnAis multiplied by, then deA is multi-
plied byZ as well.

3. If all elements ofA are multiplied byi, then deA is multiplied byi" (wheren is
the dimension oA). That is,

det (lA) = A"detA .

4. If any two rows or any two columns Afare interchanged, the value of Ale$
multiplied by (-1).

5. If two rows or two columns & are identical, then d&t0. The same is true, more
generally, if two rows or two columns are multiptdseach other.
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6. The value of dé&tremains the same if the rows and columna afe interchanged.
That is,

det A) = detA

whereA' is thetransposeof A: (AT); = A; .
7. If A andB arenxn matrices,

det AB) = det BA) = detA.deB .
Also,

det AX) = (detd)® , k=1,2,3,....
8. If A is theinverseof A (see below),

det @) = 1/detA .

9. The determinant of diagonal(or, more generally, &iangular) matrix A is equal
to the product of the elements of the diagonad.of

10. The value of détis unchanged if to any row or any columnfoive add an arbi-
trary multiple of any other row or column, respeely.

EVALUATION OF A MATRIX INVERSE

Consider a 83 matrix4:

&; 8y a3
A=1ay 3, as|=[g] (Jj=123).
931 83 dgg
Let a; be an arbitrary element df (the one that belongs to th¢h row and thg-th

column). By “crossing off” the row and the colummwhicha; belongs, we obtain a
2x2 matrix. We calDj; the determinant of this latter matrix.

We now construct ax3 matrix M, as follows: We replace every elemegtof the
given matrix4 by the corresponding quantity

- D, .

That is, in place of; we put the minor determinab¥ multiplied by the sign that ex-
ists on the chessboard at the position;of We thus get
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Dy —-Dj, Dy
M = _D21 D22 _Dzs .
D;y; —Ds; Dy

Finally, we take théransposeV/” of M, which is called thadjoint of the matrixA:

Dy -Dyu Day
adjA=M"=|-D, D, -Dg
Dis —Dy; Dgs

Theinversed™ of 4, satisfying44™= 474 = | (wherel is the X3 unit matrix) is
given by

-~ adjA 3)

Obviously, a necessary condition in order thatitiverse ofA may exist (i.e., in order
that the matrix4 beinvertible) is that det = 0. The process described above, leading
to relation (3), is generally valid f@anynxn matrix (1=2,3,4,...).

Exercise:For the 22 matrix

show that

Verify that

10
AAlelA{ }
0 1

Exercise:By using (3), show that

1

0 1 -3 -1 -1 O
-1 -1 3 = |-1/2 0 3/
0 1 -1 -1/2 0 1/2

Verify that your result satisfies the relatiotd ™= A4 = | .
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SOLUTION OF LINEAR SYSTEMS

The method we will describe applies to dimgar system of equationse., system of
n linear equations with unknowns §=2,3,4,...). For simplicity, we consider a system
of two equations:

a1y Xt a5, X=Dy

(4)

Ay X+ Ay X= by,

In matrix form, this is written

a a b
Ax=b « | 1 2 {Xl} _| 5)
ay; Axn |l X% b,

where4 is the matrix of the coefficients of the unknowrss the column vector of
the unknowns and is the column vector of the constants. In the easereb=0 <
b,=b,=0, the given system is said to lb@mogeneous linear

We note the following:

1. If detA = 0, the matrix4 is invertible and the system hasuaique solutiorthat is
obtained as follows:

Ax=b = A (AX)=A'b = (A'Ax= A =
x=Ab (6)

In the case wherb=0 (homogeneous system), the only solution of trstesy is the
trivial one: x=0 < x;=x,=0.

2. If detA=0 (the matrix4 is non-invertiblg, the system either has no solutionifis
consistentor has annfinite numberof solutions (see below).

The difficulty in solving (6) lies in the necessity determining the inverse matrix.
Let us now see an alternative expression for thetisa of the system, based on
Cramer’s methodor method of determinantsAs before, we calll the matrix of the
coefficients of the unknowns in system (4):

a, a
A= 11 12 '
dy1 Apx
Furthermore, we calf; the matrix obtained from by replacement of its first column

(i.e., the column of the coefficiensg; anday; of x;) with the column of the constant
termsb; andb, . Similarly, we call4, the matrix obtained from by replacing its sec-



DETERMINANTS: PROPERTIES & APPLICATIONS

ond column (the one with the coefficients»@j with the column of the constants.

Analytically,
b, a;, a,; b
A=y - Fes b,|
2 Ay a Dy
Then, the solution of system (4) — if it exists-wiritten

detAl detA2
X1: , X2:
detA detA

(7)

The determinants of the matricésandA4, are calledCramer’s determinants

Exercise:Write the analytical expression of the generalisoh (7), for any givers;
andb; .

Exercise:Consider the system

ax+tby=c
ex+fy=g

(where we have pug=x, X,=y) . Show that its solution is

X_cf—bg _ag-ce

af-be’ af- be’

Assume now that we “rewrite” the system by invegtihe order of the two equations:

ex+fy=g
ax+tby=c

Must we expect a different solution? How is youswaer related to the properties of
determinants?

More generally, for a linear systemméquations witln unknowns,

A Xt Ap Xt @y X= b
Ay Xt anXt -+ ay X= b, (8)
An X+ By X+ + 8y 4= R

the solution is written

. i=1,2:n (9)
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where4 is thenxn matrix of the coefficientsy of the unknowns, whiléy is the ma-
trix obtained from4 by replacing the column of the coefficientsxpfwith the column
of the constantby.

We note the following:

1. If detA = O (i.e., if the matrix4 is invertible) a unique solution (9) of the syst&h
exists.

2. If detA=0 (the matrix4 is not invertible) and ifeven oneof the Cramer determi-
nants dedy in (9) is non-vanishing, the system {&s no solutiorfis inconsistent as
follows from (9).

3. If detA=0 and ifall Cramer determinants dgt(k=1,2,...n) are zero, the system (8)
has arinfinite numberof solutions.

Particularly significant for applications is theseaof ahomogeneousystem, in which
all constant termby (k=1,2,...n) are zero:

Ay X+ QX+ 8y % =0
Ay X+ Ago XpFoF 8y X =0
G212 S22 % X (10)
A X+ By Xo oo+ 8y %, =0

In this caseall Cramer determinants d&t(k=1,2,...n) are zero (explain this!). The
following possibilities thus exist:

1. If the determinant of the matrk of the coefficients of the unknowns is non-zero
(detA=0), the only possible solution of the system (18) the trivial solution
X1=X2= ... =X,= 0, as follows from (9).

2. If detA=0, the system (10) admits anrfinite numberof nontrivial solutions.
Exercise:Show the following: § A homogeneous linear system always has a solu-
tion, i.e., is never inconsistenb)(For such a system to possegsoatrivial solution
(different, that is, from the zero solution) thaedeninant of the matrix of coefficients

of the unknowns must be zero.

Example:Consider the homogeneous system

2x—-y=0
—-6x+3y=0

(where we have pug=x, x,=y). The determinant of the coefficients of the unkne
IS
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2 -
=6-6=0.
-6 3

This occurs because the second line is a multiple-8) of the first. And this, in turn,

reflects the fact that the equations in the sysieemot independertdf each other (the

second one is just a multiple of the first, thugslaot provide any useful new infor-
mation). The only thing we can say is tgaPx, with arbitrary x. This means that the
system has aimfinite numberof solutions, one for each chosen valu&.of

APPLICATION TO THE VECTOR PRODUCT

Consider the vectors

A

AL+ATU+AU=(A A A,
B=B,0,+B, U+ Bu=(B, B, B,

where 0, G,, U, are theunit vectorson the axes, y, z, respectively, of a standard
Cartesian system. As we know from vector analyis,vector product(or “cross
product”) of A and B can be written in determinant form, as follows:

>
()

X

Ax B = A
BX

z

Al
BZ

@ > &

y

Moreover, the necessary condition in order thAaand B beparallel to each other is
AxB=0.

Example: Find the values ofx and g for which the vectorsA= (L «,3) and
B= (-2,— 4, B) are parallel to each other.

Solution:We must haveAx B=0 =

A

u, a, o,
1 a 3|=0= G, @+12-0, B+ 6y, €4 2 ¥ (
2 -4 B

(where the determinant has been developed witlecesp the first row, i.e., the row
of the unit vectors). Given that the unit vectoomstitute a linearly independent set,
the only way the above equality may be satisfieblyisetting all three coefficients of
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the corresponding unit vectors equal to zero. Wis thbtain a system tiiree equa-
tions withtwo unknowns:

20-4=0, f+6=0, af+12=0.

The first two equations yieldx=2, = — 6 . The third equation simply verifies this
result. That is, the third equationdempatiblewith the other two but furnishes no ad-
ditional information, since this last equatisnnot independentf the preceding ones
but follows directly from them. Note that, with tkialues ofx andg found above, the

third row of the determinant that represerts B becomes a multiple (by —2) of the
second row, so that the determinant automaticalhshes.

Exercise:Show that no values of andg exist for which the vectoré\= (1, «, 3) and
B= (-2, 3, 6) are parallel to each other.

Exercise:Show that there is anfinite number of values af andg for which the vec-

tors A= (1,«,3) and B= (-2, 8, — 6) are parallel to each other. What relation must
exist betweenn and §?
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